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CxP FDIR Backg

~ Fault Detection, Isolation a

= [CA0216-PO] The Constella
isolation and recovery. Rat.
Requirements for Space Sys
systems that affect critica
mission success by enablin
fault detection enables crew
recoverable failures). Fault i
identification, in-flight main
~ Launch Availability required
=~ CA3064-PO] Ground Systems
no less than 99 (TBR-001-141

decision to load cryogenic prope
of-launch window for the initial p

~ FDIR requirements are flowed down
as separate Detection, Isolation and Re

~ Current GOP Baseline is to allocate fault detection,
(diagnostics) and recovery to individual subsystem application
software (Isolation/Recovery are operator provided functions)
= Detailed requirements derived from:
TVR-0O (OMRS testing requirements)
LCC (Launch Commit Requirements)
W KSC.Engineering knowledge of system operation
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» [CA123-PO] The Constel
probability of crew laun
021) during the period
cryogenic propellants an
EDS and LSAM loiter

» [CA3064-PO] Ground Syst
crewed launch of no less th
the period beginning with th
propellants and ending with th
window for the initial planned att
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Launch Availability:

Ground Operations Historical®

PLauncH = Pcev-avail © Pcrv-avaiL © PweaTHER © PRrRaNGE ~ Pms-avail © Pgs-avaiL

Flight Spacecraf Infrastructu
Launch Hardware
Success

Shuttle (STS-1

through STS- 54.3% 19.2% 18.5% 4 8% 0.9% 2.3%

116

Delta (1989 o 0 0 0 0

throuah 2001 557/0 18.7% - 3.8% 12.6%
I . O ./ A

woc| oo | [em [oe Naw/[ [ [

Requirements

. ' ' ' | | | |

- There were 11 launch delays / scrubs in Shuttle history related to
ground support equipment failures.

- CxP requires a 5x improvement in ground system availability
over the Shuttle.

The analysis above was performed in 2008
- The CxP availability requirement has since been updated to

( Courte. ~Cates, Russ Rhodes; Edgar Zapata, Jennifer Lyons and Amanda Mitskevich)
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Launch Availability :

Availability versus Reliability

~ In order to meet the CxP cha
availability, we need a five-fi
~ Availability requirements ca

= An unreliable system may be |
breaks.

= Conversely, a highly reliable
requirements if it takes a lo

~ Given the state-of-the-art in rel
systems, the major improvement f

~ Total recovery time = time to detec

Availability(A)= ___MIBR___ Reliability(R) = _MTBF
(MTBF+MTTR) MTBE + 1
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Ground Operations Integrated FDIR Concept

Design
— — — — -\
Operations

3a)

4)

5)
6)

7)

8)

Integrated FDIR Requirements

CARD, SRD and ERD Requirements flow into
Subsystem Design

FMEA & Hazard Analysis Performed on
Subsystem Design

Technical Community develops Operational Test
Requirements and if applicable Launch Commit
Criteria

Technical Community captures subsystem
design, FMEA and Hazard Analysis into
Subsystem Fault Model

Operational Fault Detection Requirements are
captured in Subsystem S/W Requirements
Subsystem S/W performs Fault Detection
Integrated FDIR performs Fault Isolation and
Recovery Recommendation to Console Operator
Console Operator makes Recovery Decision and
documents in PRACA

Console Operator Initiates Recovery Steps either

manually or through LH2 Application Page 7



wesremoeonose Groynd Operations Integrated FDIR Concept

LH2 Area

LO2 Area

ML Area

Tower Area

B

LH2 PLC App
LO2 PLC App

EPD PLC App

MPS PLC App

Haz Warn PLC App

—=
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—=
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Ground Support Equipment (GSE)

Fault Detection Reduced Slightly
/ N

100

KGCS
PLC
Health

Monitor

COTS

AD FIJ Fl FR-R F

i

KGCS Control Server

FDIR KEY

AD = Anomaly Detection

FD = Fault Detection (45%)

FI = Fault Isolation (10%)

FR-R = Fault Recovery Recommendation
FR-A = Fault Recovery Action (45%)

71| FR-D = Fault Recovery Decision

- Gage represents amount of human effort

(%) ROM of ILOA Apps FDIR split

_SW“R‘FR AFR-D

100771100710

; N
AD FD Fl FR-R FR-AFR-D AB‘FD FI FR-R FR-AFR-D
00r7100711007711007 100710 1007710077 1007710077 10077100 10
0 0
KGCS Applications LCS A?blicat' ghs
App Server App Servér
PP oeN pataiN | [pataout| PP S
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. c SIMPLIFIED FDIR Application c = /},/
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T o« Ares J g 2 =
—
Enterprise Class Serv ith Virtual Partitions

Integrated FDIR Reduces Operator Workload yet keeps them the decision makers

User
| Displays
On CWS

\ User
Dlsplays

GLS Console

™~ "~ User
\( Dlsplays
r/?\M\On CWs

MPS Console




Key Objectives

» Develop certifiable Gr
requirements for FDI

= Approach for integrated
vehicle/ground elements

= Architecture, Tools, Con
» Develop and validate an
~ Assess Integrated FDIR ¢
= Scalability, Performance, C
~ Leverage Ares |-X Ground Di

= Pathfinder for architecture concept a

~ “Recovery” capability is initially intended to be fault recovery
recommendation only and is not included in 10C
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Notional Architecture for Integrated FDIR

LCS Data Distribution Service Message Bu

L

Internal Data Models

Sample rate correction

Converted Data

Sample time correction

Derivative/Integral
Average/Variance

Sensor Processing &
Mode ID

TEAMS ICD for

FDIR Internal
Message Service

Are Ollng

FDIR Wrapper,
FDIR Tool Socket

FDIR Wrapper,
FDIR Tool Socket

TEAMS ICD for

FDIR Wrapper;

FDIR Tool Socket

Data Conversio
And Publishing

Heath & Status
Messages

FDIR Wrapper

FDIR Tool Socket

Anomaly Detection &
Fault Detection
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Architecture for Integ

LCS Data Distribution Service Message Bus
Internal Data Models |
prepare Incomlng crnal D Data Conversion
telemetry for FDIR : Converted Data
ap pl |Cat Telg Derivative/Integra Heath & Status
: C Messages
Sensor Processing & FDIR Interna‘l

FDIR Wrappers Mode ID L
encapsulate FDIR Tools m———
to provide reliable
interface and control |

| em—
Data Conversion And Fault Detection

o 0 FDIR Wrapper FDIR Wrapper FDIR Wrapper

diagnosis, health/status,
recommendations
available to Other LCS Fault Detection & Fault Isolation
applications
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Architecture for Integrated FDIR

ETDPO ISHM FDIR e
—— FreE Data Archive | | Ground Test System |
ETDP ISHM Scope Ares |-X Vehicle Initial Vehicle Configuration
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B Page 12

Abort Decsbn Lo

Onboardiin




Summary of Imp

Fault Detection / Isolati

- For 10C, accredit GSE functi
the cryo systems

LH2, LO2, GHe, GN2, CHe
- Integrate Ares Vehicle Diagn
Received as V&V’d data pro
- Subsystem Application Soft
- Phase remainder of GSE sub
requirement
Anomaly Detection

Develop knowledge bases and applic

Evaluate performance against operatio
certify capability

Integrated FDIR applications will
any other critical Integrated Launch

Subsystem models developed and maintain
- Vehicle model will be developed and maintained by vehicle design agent

Recovery Recommendation (and Prognostics)

Continue to mature capability and concepts within Exploration Technology
,_‘Development/ISHM Project

aluate.near I0C for follow on capability

OA)
esigners
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TEAMS is a suite of tools for developi
TEAMS-Designer, TEAMS-RT, and TEA

Model captures a system’s structure
failures

Functional dependency model capture

and system instrumentation
TEAMS-Designer used to create functic
trees, schematics, instrumentation list
technical documentation

Can be developed incrementally, adding know

Model-building requires system knowledge and
TEAMS-RT used for real-time isolation

Input is set of health status indicators (pass/fail test res
Matrix)

e.g.: exceedances, operator observables, manual tests
Output is a list of bad, suspect, good, and unknown components

TEAMS-RDS used for real-time operations
Provides Session Management and Archival Service

Includes TEAMS-RT
Expert-built model\ Component
/ m status, failure

mode

Sensor data and
command stream Page 14
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Fault Modeling Using FEANS:
Modeling Process
Step 1: Build subsystem functional fa
Transformation of energy, materiz

Basic system connectivity, interfac
Insufficient to do any analysis or tc

Knowledge captured from subsys
and converted into

| ! i | | L I[—,— ..
@sSupport.System Block Diagram

\!

Functional Model in TEAMS

tedeling process courtesy of Ares FFA Team)




Modeling Process

Step 2: Populate failure modes of co
Extracted from FMEA
Added as “lowest level” nodes ins

Pneumnatic / Remotely control flow of | Fails open Loss of hydraulic flow control to the SRB No effect.
Electrical hydraulic fluid to SRE could delay operabions.
Operating Valve

Fails dose Inability to flow hydraulic fluid to SRB Mo effect.
would delay operations.

|_Operating_Vahe_ATTH28_1_HSS
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Fault Modeling usin
Modeling Process

Step 3: Determine failure effe
~ Each failure mode produce
= Propagate along phys
= Implemented using TE
= Formalization of FMEA

A failure of the Pneumatic Electrical Operating
Valve to Close when commanded results in the
propagation of the function “high supply
pressure” over the hydraulic signal paths.




EAMS :
- — -

Fault Modeling using
Modeling Process

Step 4: Identify sensors and test poi
Function model represent the loca
The sensors are represented using
Each sensor is associated with TEA

SSlre_ Gau B_AR9290_1_TP Pressure_Xducer_AJ7958_1_TP
Pressure_Gauge_AS9200_1_HSS_ GEIEE 0 Pressure_Xducer_a77958_1_HSS5_GSE

.

Pressure dg_;flugua AB8292_1_TP Pressure :g? Icer_AnNFIa7_1_TF

(s Bt
[l nsed

sy

=13 Flow_Restrictor_A89320_1_HSS_GSE Pressure_Gauge_A89282_1_HSS5_ G':(P @Pressure Hducer_A7Tas7_1_HSS_ G"_@

n—[:llD[:l [ Component[] )
. Hyd 57 Hudl 1—\% M/./ '_W / =

The test points that represent pressure gauges and transducers detect
the function “high supply pressure,” as indicated by the cyan and yellow
coloring of the circular nodes.




LH2 FDIR Fault Isolation using TEAMS:

Diagnosis of Clogged Liquid Hydrogen Filter

| £/ FDIR Display

\ehicle: Ares | Ground Subsystems
Location: LC-39B TEAMS Diagnoses CxP Components N
Time: 3295083176.000 - GN2 GHe [E3 value, no imits

GND { | |ARES T3 value, within limits

TEAMS System Mode: Fast Fill 72-85% o T3l value, caution

LEGEND

W TEAMS Minimal Diagnosis \alue, warning

Value, emergency

Suspect

GSE_LH2 Bad

Unknown

Auto Valve Open

Auto Valve Closed

Manual Valve Open

Manual Valve Closed

Check Valve

Filter

s LE To Vent Stack
A3422 | A3404

A105906

Display From FDIR Dev 2 Build Demonstration: Using Simulated Data



INnductive Moniforing Systrem

SR llflll
T
L]

Automatically learns how the system behaves
and tells you if current behavior is out-of-family

IMS develqt y:Ravid lverson
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Anomaly Detectio

~Automatically derives models (
nominal operations data

= Does not require off-nomin

= Does not require knowledge

details of system operations

~Anomaly detection module can
are not known ahead of time

»Can detect subtle anomalies or an
FMEA

~0On-line monitoring takes as input obs
system (parameter values) & produces “di
anomaly score

~Analyzes multiple parameter interactions
= Automatically extracts system parameter relationships and

interactions

= Detects variations not readily

= apparent with current individual Historical s DN oo
. . c inal
- \\ monitoring practices e
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Anomaly Detection using
Nominal Data Vectors

(PresA POV CV% PresB

or parameters, such

as rate of change, can be
computed from raw data values/
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Anomaly Detection usin
Data Clustering Concept

~
'
o

Nominal data points are
grouped into clusters of
nearby points that specify
acceptable ranges for
parameters in a vector.

(PresA POV CV% PresB dA dB)

(2995 0.97 0.50 2000 1 5)

(2994 098 0.52 2005 1 5)}

(2993 0.98 0.55 2007 1 2)} | H:

(2992 0.98 0.62 2009 1 2) L: (2992

(2990 098 0.64 2012 2 3)1

(2988 098 0.65 2015 2 3) J H: (2990 0.98 0.66 2020 2 3)

(2986 0.98 0.66 2018 2 3)J L:(2984 098 0.64 2012 2 2)

(2984 0.98 0.66 2020 2 2)

(2982 0.98 0.67 2023 2 3) ) | H: (2982 098 0.67 2025 2 3)

(2980 0.98 0.67 2025 2 2) | 1 L:(2980 0.98 0.67 2023 2 2)
Generated Nominal Clusters

wa! DataPoints
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Anomaly Detection using
Modeling Example

Step 1: Determine sensors of inte
for subsystem & form into vector

1L

R

... Create clusters of f

nominal operations.



Anomaly Detectio

Monitoring Concept

For Each Input Vector: Find the cl

report the distance

(PresA POV CV% PresB dA dB)
(2995 0.97 0.51 2002 1 5)

(2986 0.98 0.62 2011 2 2)—*

H: (2990
L: (2984

(2983 0.99 0.67 2015 2 8)——»

H: (2982
L: (2980

098 0.67 2023 2 3)
098 0.67 2025 2 2)

Nominal Cluster Knowledge Base

IMS Distance
From Nominal
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Monitoring Example

Step 3:
Using nominal operations clusters
created in modeling step...

e IMSKB
T -

STATUS PRESENTATION

... Plot distance from closest nominal
cluster to incoming data
and/or issue caution/warning alert.

IMS Distance




Early Benefits of Integrate

~ Anomaly Detection

= Training of knowledge
evaluation of models c

= Allows models and si
support application so
~ Fault Isolation

= Model integration betwe
Vehicle will allow earlier
disconnects

= Provides analysis of GSE s
Ambiguity group size
Number of undetectable Failt

~ Development

= Reduces the amount of ILOA Requireme
developed to meet the FDIR requirements.

Do not need Requirements for subsystem functional fault
models.

Built off of Design Schematics, FMEA and other design
_ documents.

Jilt-by Modelers, reviewed and accredited by subject matter
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Expected Benefi

~ Many expected benefits

= Improves launch availability
Reduces integrated troubl
= Reduces console operator co

Helps considering the red
of Ares / Orion subsystem

Supports reduction of FR p

= Reduces engineering support
Recommendation

= Speeds assessment of flying with
= Improves time to develop flight rati

= Fault modeling can uncover gaps in t
integration early

= Anomaly Detection can lead to early interv
reduce remediation cost and effort

= Captures subsystem design knowledge
= Provides a pathway for prognostic capabilities and Condition Based Maintenance V.S.
Reactive Maintenance

~ Benefits will be assessed through benchmarking, performance testing,
etc.

requirement is fault isolated <= 1 second after fault detected
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Benefit Scenarios

» STS-8812/3/1998

= Scenario where additionec
scrub

At T-minus 4 minutes 2
the countdown clock aut
minus 4 minute mark. The
temporarily registering b
high.
The launch countdown was
the situation. engineers attempted to quickly complete an
draulic system and eventually gave an initial "go” to
seconds to respond, launch controllers were
ock in time to launch within the allotted
, Which was limited
constraints. Managers are discussing tt
are expected to make a final determinatio

= How would FDIR help in this scenario?

Additional information would be provided to the console operators, which
components are suspect will reduce the time required to assess the situation and
provide a recommendation

capturmg the system design knowledge during development, we will be less
e to variations in personnel experience and skill set.
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Benefit Scenarios

~ STS-99 2/9/2000

= Scenario where additional
information to hold the la

On Monday, January 31, 2C
problem with the onboard
Equipment (BITE). The prob
1:58pm EST, (18:58 UTC) N
the T-minus 9 minute mark call
ather constraints and enter into at 24 hour scrub

. The new launch ¢
at 12:44pm.EST. Over the night
Master Events Controller.

On Tuesday, February 1, 2000, miss delay the launch until
e the launch team time to swap out
1troller (EMEC) #2
aft compartment

= How would FDIR help in this scenario?

A positive list of failure modes for the detected indication would allow operators to
quickly build the case for halting the launch to replace the component (launch was
scrubbed for weather)

By capturing the design information during development, a reduced set of support
mpersonnel are required to be present during launch operations. Today the support
hare asked to answer design questions in response to anomalies and
 the-carporate design knowledge in real-time.
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Additional Benefits (Ares

~ Ares supplies an accr
useful information ak
a vetted architecture

= This is a non-trivial mc
training uses)

= It is not something tha
- Fault Detection and Isolz

through the models

- Testability Analysis / Non De
~ Failure Effect propagation ti

system response

» Improving FMEA and System Documenta gh
modeling
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Summary

» Ground Ops updated
Integrated FDIR capa
development in 201 1

~ Integrated FDIR concej
institutional KSC Grou

» Transition from ETDP tc

= FDIR Concept of Execution
= Development of formal requi
45% requirements, Test Plan

Fault modeling conventions, mode
(with Ares)

Anomaly Knowledge Base Accreditatio
~ Technology development/matura
recommendations/prognostics to
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Task Organiza

~Ground Ops
= FDIR Architect/Cust
* FDIR CSCI Lead (In

~Exploration Technol
- Program Manager: Fra
ISHM Project Manage

ISHM FDIR Task Lead:
FDIR Center Team Lea

Ryan
ISHM PI: Ann Patterson-Hine/ARC
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